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Abstract—Accelerating neural network training is critical in exploring design space of neural networks. Data parallelism is commonly used to accelerate training for Convolutional Neural Networks (CNN) where input batch is distributed across the multiple workers; however, the communication time of weight gradients can limit scalability for moderate batch size. In this work, we propose multi-dimensional parallel training (MPT) of convolution layers by exploiting both data parallelism and intra-tile parallelism available in Winograd transformed convolution. Workers are organized across two dimensions – one dimension exploiting intra-tile parallelism while the other dimension exploits data parallelism. MPT reduces the amount of communication necessary for weight gradients since weight gradients are only communicated within the data parallelism dimension. However, Winograd transform fundamentally requires more data accesses and the proposed MPT architecture also introduces a new type of communication which we refer to as tile transfer – gather/scatter of Winograd domain feature maps (tiles). We propose a scalable near-data processing (NDP) architecture to minimize the cost of data accesses through 3D stacked memory while leveraging a memory-centric network organization to provide high-connectivity between the workers to accelerate tile transfer. To minimize tile gathering communication overhead, we exploit prediction of activation of spatial domain neurons in order to remove the communication of tiles that are transformed to non-activated neurons. We also propose dynamic clustering of the memory-centric network architecture that reconfigures the interconnect topology between the workers for each convolution layer to balance the communication required for weight gradients and tile transfer. Our evaluations show that the proposed MPT with NDP architecture accelerates training by up to 2.7×, 21× compared to data parallel training on the NDP architecture and a multi-GPU system, respectively.

Index Terms—Convolutional Neural Network, Winograd Transform, Near-data Processing, Memory-centric Network

I. INTRODUCTION

Rapid training of neural network accelerates design space exploration of neural networks and enables research of larger-scale neural networks. In this work, we focus on the one of the more popular neural networks, Convolutional Neural Network (CNN) [1], [2] that is widely used for image recognition and classification. Data parallel [3]–[6] training is widely used for convolution layers in CNN, where input batch is distributed across multiple workers. While model parallelism [3], [7], [8] can be exploited in some neural networks, data parallelism is commonly used in convolution layers and in this work, we focus on data parallelism. In data parallel training, every worker generates partial sum of weight gradients (having the same size as weights) for its own subset of the input batch. The weight gradients are reduced or accumulated across all workers and updated weights are broadcasted to all workers using Stochastic gradient descent (SGD). With the fixed amount of data generated per worker, an optimal collective communication algorithm on ring topology (pipelined reduce/broadcast [9]) results in a constant communication time regardless of the number of workers [10]. However, even the optimal (pipelined) implementation for the communication can limit scalability with a fixed total batch size; as the number of workers increases, the per worker batch size or the amount of computation assigned to each worker decreases and the communication represents a bigger fraction of total execution time. One common approach to scale data parallelism is increasing the input batch size [11]–[13]. However, prior work has shown that large batch size can degrade the quality of trained models [14], [15] and slow down convergence [16], [17]. In this work, we assume synchronous SGD with moderate batch size (i.e., 128–256) used in CNNs [2], [18]–[21] but propose an alternative approach to enable scalable training.

In particular, we exploit a new type of parallelism, intra-tile parallelism available in transformed convolutions, such as Winograd transform [22] and FFT [23], [24], to enable better scalability as the number of workers increase. Transformed convolution has been proposed to reduce the amount of computation by changing convolution operation in spatial domain to simpler dot products in the transformed domain. With Winograd transform, 1 feature maps and weights are transformed to Winograd domain tiles, with each tile size of \( T \times T \). Element-wise dot products in Winograd domain consist of \( T^2 \) independent matrix multiplications, compared to direct convolution that consists of a single large matrix multiplication.

By exploiting the element-wise (or intra-tile) independence, we propose multi-dimensional parallel training (MPT) that combines data parallelism and intra-tile parallelism for Winograd transformed convolution. We propose two-dimensional organization of workers to properly exploit MPT, where workers in the same column constitutes a group for data parallelism while the workers in the same row constitutes a cluster for intra-tile parallelism. Input batch is distributed across the clusters (or within a group) while elements of Winograd domain tiles are distributed across the groups. Since there is no need to communicate weights between different groups (i.e., different parts of a tile), communication for weights reduction/broadcast is restricted to within each group. Thus, 1FFT has the same characteristic, but in this work, we use Winograd transform which is appropriate for small size weights, such as 3×3, and is similar to the weight size of CNNs that we use.
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the size of weight gradients generated per worker is reduced by the number of groups and improves scalability.

While MPT reduces the communication of weights between workers, it introduces additional challenges. MPT involves a new type of communication within a cluster to gather/scatter Winograd domain feature maps, which we refer to as tile transfer. To efficiently support tile transfer, we propose a hybrid topology that exploits low-diameter (high-radix) topology for the tile communication across the groups while a ring topology is used for weight communication across the clusters. However, the optimal organization (i.e., number of workers for each dimension) can vary based on the communication requirements of the convolution layer. To enable flexibility in the architecture, we also propose dynamic clustering (or a reconfigurable topology) of the workers to reconfigure the interconnection network based on a pre-estimated communication amount across the two dimensions. To reduce the amount of communication for tile gathering, we also propose a method that predicts activation of neurons from the quantized values of Winograd domain data elements without loss of accuracy.

While the amount of computation decreases in the Winograd domain, the tiles and weights in the Winograd domain are larger than the feature maps and weights in the spatial domain and results in more data accesses. A comparison of computation and memory access is shown in Figure 1 for direct convolution and Winograd transformed convolutions of five different layers. 2 The results show that Winograd-transformed convolution can reduce computation by 2.8× on average, but also increases the amount of data access by 4.4× on average. 3 As a result, we propose a scalable near-data processing (NDP) architecture that exploits the high-bandwidth of 3D stacked memory for increased data access, and creates a memory-centric [27], [28] architecture. In particular, the contributions of this work include the following.

- We propose a novel multi-dimensional parallel training (MPT) of Winograd domain convolution that exploits both data and intra-tile (or element-wise) parallelism available in Winograd domain.

- To efficiently support communication among workers with MPT, we propose a 2D organization of workers with hybrid topology that consists of a ring topology for collective communication in data parallelism while a high connectivity topology is used for tile transfer.

- We propose dynamic clustering that enables optimal configuration of workers to balance the two different types of communication (weight gradients and tile transfer) in the MPT architecture.

- We propose prediction of activation in the spatial domain neurons from the quantized values of Winograd domain data, without accuracy loss, to reduce bandwidth needed for tile gathering.

II. BACKGROUND

In this work, we use the following symbols to describe the convolution algorithms.

\[ x, y, w : \text{Spatial domain input, output feature map, weight} \]

\[ X, Y, W: \text{Winograd domain input, output feature map, weight} \]

\[ I, J, B : \text{Number of input, output channels, batch size} \]

A. Convolution Layer

Convolution layer training is composed of three phases: forward propagation, backward propagation, and weight update. During forward propagation \((fprop)\), input feature map \(x\) is convolved with weight \(w_{i,j}\) and passes non-linear activation function \(f\), such as rectified linear unit (ReLU), to compute output feature map \(y_{b}\).

\[ y_{b} = f(\sum_{i} x_{b,i} \cdot w_{i,j}) \]

During backward propagation \((bprop)\), gradient of loss function \(L\) with respect to inputs \((\frac{\partial L}{\partial x})\) are computed by convolving output gradients \((\frac{\partial L}{\partial y})\) and flipped weights \((w^{T})\), and then passes derivative of the activation function \((f')\).

\[ \frac{\partial L}{\partial x_{b,i}} = f'(\sum_{j} \frac{\partial L}{\partial y_{b,j}} \cdot w_{i,j}^{T}) \]

During weight update phase \((updateGrad)\), weight gradients \((\frac{\partial L}{\partial w})\) are computed by convolving output gradients and input feature map.

\[ \frac{\partial L}{\partial w_{i,j}} = \sum_{b} \frac{\partial L}{\partial y_{b,j}} \cdot x_{b,i} \]

Weights are updated by adding (or computing a mean value of) weight gradients multiplied by the learning rate.

B. Winograd Layer

Winograd algorithm [22] for 2D convolution was proposed to reduce the number of multiplications by changing convolution operations to element-wise dot product operations \((\odot)\). A 2D Winograd transform can be represented as \(F(m \times m, r \times r)\) and described with the following equation,

\[ y = A^T [(GwG^T) \odot (B^Txb)]A \]  

where \(w\) is \(r \times r\) size weight and \(y\) is \(m \times m\) size output, and \(G, B, A\) are co-efficient matrices. 4 Theoretically, \(F(4 \times 4, 3 \times 3)\)

\[ \text{We assumed square weights and outputs, but the Winograd transform can be applied to non-square weights and outputs.} \]

---

2 Intel Xeon E5540 CPU with Neon deep learning framework [25], OpenBLAS library, and vTune [26] was used for the measurements with a batch size of 256. The layers used are described later in Table II.

3 Data reuse with on-chip buffer (or cache) can reduce the difference in memory accesses between direct and Winograd-transformed convolution; however, Winograd convolution still requires more data accesses.

4 We assumed square weights and outputs, but the Winograd transform can be applied to non-square weights and outputs.
Reduces multiplication by $4 \times$ compared to direct convolution [22], by transforming the convolution operation to dot products.

To apply the Winograd algorithm to convolution layer, prior work [22] proposed tile-based approach. Input feature map is transformed to multiple tiles, with each tile size of $T \times T$, where $T = m + r - 1$, and weights are also transformed to a tile with the same size of $T \times T$. Dot product between multiple input tiles and weight tile generates output tiles, which are inversely transformed to an output feature map. This overall computation for $fprop$ can be represented with the following matrix equation,

$$y^{(u,v)}_{b,j} = \sum_i x^{(u,v)}_{b,i} w^{(u,v)}_{i,j}$$  \hspace{1cm} (2)

where $(u,v)$ represents the element in the $u$-th row and $v$-th column in a tile.

Figure 2(a) shows $fprop$, $updateGrad$ of convolution layer with Winograd transform. $bprop$ has similar computation and data sets with $fprop$ except inputs and outputs replaced to $\partial y (= \frac{\partial L}{\partial y})$ and $\partial x (= \frac{\partial L}{\partial x})$ respectively. Winograd layer [29] was recently proposed where weights are updated directly in Winograd domain (Figure 2(b)). It was shown that Winograd layer does not decrease the quality of trained network for the small weight/tile size used in this work, but can actually increase the accuracy since Winograd domain weights have larger size than spatial domain weights [29]. Current cuDNN from Nvidia [30] supports Winograd transformed convolution but are limited to weight size of 3x3 and 5x5 where Winograd transformed convolution does not impact accuracy. However, as weight/tile size grow, numerical instability can grow and impact accuracy. Recent work [31] has explored how to achieve better stability and improve accuracy through better Winograd transform matrix. If accuracy can be improved through such approach, the proposed multi-dimensional parallel architecture from this work can be extended to larger weight sizes.

C. Related Work

Accelerators: Different CNN accelerator architectures [32]–[36] have been proposed that maximize data reuse and power efficiency for inference in a single chip. While most accelerators that have been proposed focused on inference, recently a heterogeneous server architecture [37] for neural network training has been proposed for scalable and efficient computation. Scalable parallel training by using multiple GPUs have been widely studied including accelerating collective communication with ring topology [38], [39], or tree topology [5] for data parallelism to efficiently utilize the available communication bandwidth. In comparison, this work proposes to reduce the amount of communication as the number of workers increases by exploiting intra-tile parallelism in transformed convolution and creating independent collective operation groups.

Scalable Parallel Training: A different approach to scale parallel training is increasing the batch size, but neural network models trained with large batch size tend to generalize less well (known as “generalization gap”) [14], [40]. Recently, deep learning community has actively explored increasing batch size [11]–[13] while maintaining the quality of the trained model by scaling learning rate linearly with the batch size [11]. However, large batch size can reduce the range of learning rates that provides stable convergence with acceptable test accuracy, since smaller batch size provides more up-to-date weight values [15]. Training with large batch size can also take longer to provide the same quality of the trained network [17]. With a limited scaling of batch size, the ratio of communication to computation increases as the number of workers increases (or compute capability of each worker increases through advances in architecture [3]). To provide high scalability at reasonable batch size, this work reduces the communication time through the proposed multi-dimensional parallelism and hybrid interconnect architecture.

3D integration: Recent advances in 3D integration technology allow 3D stacked dies with TSVs (Through-Silicon Vias). Hybrid Memory Cube (HMC) [42] is an example of 3D-stacked memory with a logic die on the bottom that also includes processing elements [43]–[45] for near-data processing (NDP). HMC modules, each becoming a router, can be interconnected with high-speed links to scale the system and create a memory-centric network [27], [28]. Recently, near-data processing architectures for CNN have been proposed to utilize the high-bandwidth and energy-efficiency of 3D-stacked memory [35], [36]. However, prior work focused on inference with a single memory module while we focus on training across multiple memory modules. Some recent studies [46], [47] have evaluate multiple memory modules but the number of memory modules is limited to a few (up to four), and

5 Recent Volta GPU has 12x higher compute capability for deep learning training [41] compared to the previous generation GPU.
communication overhead between the memory modules has not been well evaluated. In comparison, we focus on scalable training with large number of workers (memory modules), and the impact of communication on scalability. This work assumes high bandwidth serial link interconnect between the workers. NVLink [48] is one example of such interconnect and recently announced interconnect standard from the industry including CCIX [49], OpenCAPI [50], and GenZ [51] are examples of interconnect whose objective includes interconnecting accelerators and/or memory modules to provide high bandwidth.

III. SCALABLE PARALLEL TRAINING

In this section, we describe our proposed multi-dimensional parallel training (MPT) that combines data parallelism and intra-tile parallelism to increase scalability but also describe the challenges of scalability for MPT.

A. Parallelism in Transformed Convolution

Dot products of transformed convolution can be represented as shown in Figure 3(a). Each input feature map is transformed into \( t \) tiles, with each tile size of \( T \times T \), resulting in a total of \( B \times t \) tiles per input channel. By breaking up each tile (with a size of \( T \times T \)) into \( T^2 \) elements, the dot products of the tiles can be represented as \( T^2 \) independent element-wise matrix multiplications, as shown earlier in Equation 2 and Figure 3(b).

In Winograd domain dot products, there is no computation between the elements placed at different positions in a tile (i.e., different \((u, v)\)). This independence or parallelism available in the transformed convolution can be exploited for parallelization with minimal communication, which we refer to as intra-tile parallelism. Figure 4 provides a different view of intra-tile parallelism compared to direct convolution. With direct convolution, most of the input data elements (or neurons) are shared to compute different output elements, and element-wise partitioned execution requires duplication of the large input data. In comparison, transformation changes the convolution to element-wise dot products and enables element-wise separation of input data, leading to efficient element-wise (or intra-tile) parallel execution. Figure 4 shows the \( \text{updateGrad} \) phase as an example, but the different characteristics of direct convolution and transformed convolution apply to the \( \text{fprop} \) and \( \text{bprop} \) phases.

B. Multi-dimensional Parallel Training (MPT)

For the parallel training of CNNs, data parallel training is widely used for convolution layers [3]–[6]. While data parallel training does not require communication between workers during the \( \text{fprop} \) and \( \text{bprop} \) phases, the \( \text{updateGrad} \) phase requires a reduction of weight gradients (partial\( \partial L/\partial w \), or \( \partial w \)) generated by all workers as well as broadcasting the updated weights. Thus, the amount of communication for each worker to transfer in the \( \text{updateGrad} \) phase is almost fixed and proportional to the weight size \(| w |\) regardless of the number of workers \( p \).

In this work, we propose multi-dimensional parallel training (MPT), which combines data parallelism and intra-tile parallelism. With MPT, workers are placed in two-dimensions with the workers in the same row constituting a group, as shown in Figure 5. Data parallelism is applied across the clusters,
as the input batch is distributed across the $N_c$ clusters, and intra-tile parallelism is applied across groups, which distributes elements of the Winograd domain tiles to $N_g$ groups. Thus, $N_c \times N_g = p$ and if $N_g = 1$, only data parallelism is exploited across the workers. As shown in Figure 3(b) and Figure 4(b), there is no computation between different tile elements, or different groups for the dot products – thus each part of the Winograd domain weights ($W_{g,x}$) is only used within the associated group. Tile transfer occurs across the groups (or within each cluster) only for transformation between spatial domain neurons and Winograd domain tiles in the $fprop$ and $bprop$ phases, which are described in the following Section III-C. In the $updateGrad$ phase, each worker generates weight gradients for part of the weights assigned to the worker’s group, and communication of the weight gradients occurs within each group. As a result, the size of the weight gradients that needs to be reduced and broadcast per worker is reduced by $N_g$.

C. Challenges of MPT

While MPT reduces communication for weight updates, it introduces a new type of communication. In the $fprop$ and $bprop$ phases, input tiles are element-wise partitioned and distributed to workers within a cluster for intra-tile parallelism, which we refer to as tile scattering. Each worker loads the weight element(s) and computes the output element(s) for a particular part of the tile assigned to the worker’s group. The different parts of each output tile are combined to build a complete tile for the inverse transform to a spatial domain feature map (or neurons), resulting in communication of tiles within a cluster, which we refer to as tile gathering. The spatial domain neurons subsequently pass the non-linear activation and pooling (if exists) layers and become the input to the next layer. Figure 6 compares the amount of communication for each worker to transfer at each iteration of the two different layers (from Table II) with different parallelism strategies.

![Fig. 6. The amount of communication for each worker to transfer at each iteration of the two different layers (from Table II) with different parallelism strategies.](image)

To understand the scalability of MPT from the added communication, we first analyze the amount of communication from data parallelism and MPT. For data parallel training with a ring topology, each worker sends weight gradients with a size of $|W|$ to the next worker, and the hop count is $p - 1$. Thus, the communication amount per worker is $|W| \frac{p-1}{p}$ and remains almost constant with large $p$. For MPT, the weights are partitioned across $N_g$ groups and each worker transfers only $|W| \frac{N_g-1}{N_g}$ weight gradients, with $N_g - 1$ hop traversals per group. Thus, the communication amount per worker for weight gradients becomes $|W| \frac{N_g-1}{N_g}$. For tile transfer, the input batch (size of $B$) is partitioned across $N_c$ clusters, and tiles are partitioned across the $N_g$ groups inside each cluster. Thus, each worker holds $\frac{[Tiles]}{N_c N_g}$ tile data, and transfers $\frac{N_g-1}{N_g}$ portion of the tile data to other workers in the same cluster. The communication amount per worker for tile transfer becomes $\frac{[Tiles]}{N_c N_g} \frac{N_g-1}{N_g}$.

In Figure 7, the amount of data communicated per worker for each iteration of FractalNet [52] training across all layers is shown. We assume $N_g = N_c = \sqrt{p}$ with a fixed batch size of 256. When the number of workers is small, the communication overhead is actually higher with MPT compared to data parallel training, because of the tile transfer overhead. With data parallel training, the communication amount per worker remains constant with larger $p$ and results in poor scalability, since the amount of computation assigned to each worker decreases as the number of workers increases with a fixed total batch size. For MPT, the communication amount per worker becomes proportional to $\frac{1}{p}$ for weight gradients and $\frac{p}{p}$ for tile transfer – thus, the communication amount per worker decreases in MPT as the number of workers ($p$) increases.

![Fig. 7. The amount of communication for each worker to transfer at each iteration of FractalNet with different parallelism strategies. y-axis is log-scale.](image)
We propose dynamic clustering and NPT. For small number of workers, the benefit of dynamic clustering is significant since fixed interconnect results in inefficient bandwidth usage across the different layers. However, the benefit of dynamic clustering still results in reduction of communication by 1.4\times for p = 256. In the following section, the details of dynamic clustering with a hybrid topology is presented, while the activation prediction scheme is presented in Section V which further reduces the amount of communication of tile gathering by predicting the activation of neurons and bypassing the collection of tiles transformed into non-activated neurons. Figure 8 shows the application of dynamic clustering and activation prediction to MPT.

IV. Dynamic Clustering

In this section, we discuss our proposed dynamic clustering that enables the number of groups and clusters (N_g and N_c) to be reconfigured to match the characteristics of the neural network layer. High-level architecture is shown in Figure 9(a) and consists of workers or “memory modules” that are interconnected through a memory-centric network [27], [28]. Figure 9 shows an architecture with 256 workers organized across two dimensions (groups and clusters) to match the multi-dimensional parallel training (MPT) that we propose in this work. The workers are interconnected through a memory-centric network with a ring interconnect within each group to support collective operations of weights [9], [53].

Compared to data-parallel training, MPT results in multiple, shorter rings – i.e., for p workers, the length of the ring decreases from p for data parallel to N_g for MPT but result in N_g rings, with each ring performing collective operation for only \(|W|/N_g| data. A high-radix network, 2D flattened butterfly (FBFLY) [54], is used for 16 workers inside a cluster to efficiently support all-to-all traffic for tile gathering/scattering.

As discussed in the previous Section, the number of groups (N_g) and the number of clusters (N_c) create trade-off in the amount of communication for weight gradients and tile gathering/scattering. Smaller N_g (and larger N_c) is preferred for early layers which have larger feature map size to minimize the amount of tile transfer while larger N_g (and smaller N_c) is preferred for later layers that have larger weight size to minimize the amount of weight gradients. To enable flexible organization of the workers for each layer, we propose dynamic clustering – reconfiguration of the interconnect to modify the number of groups and clusters and minimize the communication time while maximizing scalability.

To dynamically change the topology (or modify the N_g and N_c), we exploit the connectivity through the host that interconnects the multiple groups together. As N_c increases (or N_g decreases), the connectivity through host is leveraged to increase the size of a group. Since neural networks have fixed layer structures and the required communication amount and the link bandwidth can be calculated in advance, the optimal configuration per layer to minimize the communication time is pre-determined and does not change. Reconfiguration between

---

8 Early layers having large feature map sizes can be configured with small number of groups to reduce tile transfer, and late layers having large weights can be configured with large number of groups to reduce weight communication.

9 We assume an optimal reorganization of the communication for each layer.

10 Ring is a bandwidth optimal algorithm for collective operation but can have an overhead of more frequent start-up [9]. For collective operations on a high-speed links that we leverage, start-up time overhead is negligible and ring algorithm enables uniform utilization of all links.
two layers modifies the route (or destination) of tile transfer and weight communication, and does not incur any additional data transfer or overhead.

In our evaluation, we support the following three different configurations of workers:

- \( 16 N_g, 16 N_e \): No routing through host
- \( 4 N_g, 64 N_e \): gr0\(\rightarrow\)gr3, gr4\(\rightarrow\)gr7, gr8\(\rightarrow\)gr11, gr12\(\rightarrow\)gr15
- \( 1 N_g, 256 N_e \): gr0\(\rightarrow\)gr15, gr3\(\rightarrow\)gr4, gr7\(\rightarrow\)gr8, gr11\(\rightarrow\)gr12

where \( \rightarrow \) represents the additional connectivity made through the host between the two groups. The first configuration (16 \( N_g \), Figure 9(b)) can be used to minimize weight communication. For a \( F(2 \times 2, 3 \times 3) \) transform with a tile size of \( 4 \times 4 \), a single element in a tile is assigned to each group. To interconnect the 16 workers inside each cluster, 2D flattened butterfly topology is used and tile data can be transferred with a maximum of 2 hop count. The second configuration (4 \( N_g \), Figure 9(c)) has more weight communication compared to the configuration with 16 \( N_g \), but less tile transfer. For a \( F(2 \times 2, 3 \times 3) \) transform with a tile size of \( 4 \times 4 \), four elements (a single line of 2D tile) are assigned to each group, and the tile transfer can be further reduced by executing 1D Winograd transform before transferring tile data. More details are described in the following Section V. Four fully connected workers (e.g., workers 3,7,11,15 in Figure 9(a)) constitute a cluster, and tile data can be transferred in a single hop. The third configuration (1 \( N_g \), Figure 9(d)) returns to data parallelism with no communication for tile transfer, but has the largest amount of weight communication. Based on the characteristics of each layer, the more optimal configuration is selected to minimize communication time and maximize performance.

V. ACTIVATION PREDICTION

With the proposed multi-dimensional parallel training (MPT), tile transfer – gathering/scattering of Winograd domain feature map (tiles) is necessary. In this section, we discuss how to minimize communication required for the tile transfer. To reduce the amount of communication for tile scattering, we use skipping of zero values [33], [34], and for tile gathering we propose an activation prediction method.

A. Activation Prediction without Accuracy Loss

To reduce communication amount of the tile gathering, we propose activation prediction method without accuracy loss. In this work, we assume Rectified linear unit (ReLU) [2], [55] as the non-linear activation function that only sends neurons with positive values to the next layer. If the neurons transformed from a tile are all non-activated, inverse transform of the tile can be omitted. To skip unnecessary tile gathering, we propose to have source workers send quantized values of tile elements for prediction before sending real values to the destination worker. A key challenge is to predict the activation of spatial domain neurons from the quantized values of Winograd domain data (tiles), since a transform is involved. In our proposed method, destination worker calculates both estimated values of neurons and maximum possible error of quantization together to make a conservative prediction. Quantization error is accumulated during the transform process since multiple quantized values are multiplied with co-efficients and added.

From our experiments with ImageNet data sets [56] and trained CNNs, we observed that the values of Winograd domain tiles follow normal distribution. To follow the normal distribution of the real values appropriately, we use non-uniform quantization [57], [58] as shown in Figure 10(a). The range of real values is divided to multiple regions and each region has the same number of steps. (Real values outside of the range are indicated as overflow.) Step size (\( \Delta \)) doubles when the region of the real value changes, and step size

![Fig. 10. Quantization of Winograd domain tile values to predict activation](image-url)

![Fig. 11. Activation prediction flow with quantization.](image-url)
is decided by the standard deviation ($\sigma$) of real values. To implement the non-uniform quantization for a single precision float number, a simple hardware implementation is shown in Figure 10(b) using only simple integer arithmetic logic, bit-shifter, and log value of $1/A$ can be precomputed and stored.

Figure 11 shows overall flow for activation prediction and can be classified as either 1D predict or 2D predict, depending on the amount of data assigned to each group. When the number of groups is small, each worker can contain a complete line (a row or a column) of a tile, and the first 1D transform can be computed at the source worker with real values. After the first 1D transform in the source worker, quantized values of the 1D transform output are sent to the destination worker for prediction, which we refer to as 1D predict. In comparison, with a large number of groups, each worker does not contain the entire line of a tile, and source worker sends quantized values of output elements (a part of a tile) to destination worker for activation prediction, which we refer to as 2D predict.

At the destination worker, 2D transform is applied to both the quantized values and quantization resolution to compute the estimated values of neurons and maximum (positive) possible error of quantization respectively. Resolution represents quantization step size (1/2/4/8A in Figure 10(a)), or the maximum gap between the real value and quantized value. During the first 1D transform, both positive (+) and negative (−) maximum possible errors are calculated. Note that Winograd transform is basically a matrix multiplication with a co-efficient matrix, as shown in Equation 1. The positive (negative) maximum possible error of the first 1D transform is calculated by adding only positive (negative) terms during the matrix multiplication. During the second 1D transform, positive (negative) co-efficient is multiplied with the positive (negative) maximum error of the first 1D transform to calculate the final positive maximum possible error. To predict conservatively without any accuracy loss, the neuron is predicted to be non-activated only if the “estimated value + max. error” is less than zero. Thus, the proposed method does not allow false-negatives that predict to non-activated for activated neurons.

B. Prediction Accuracy and Tile Transfer

Figure 12 shows the actual and prediction ratio of non-activated tiles and lines with $F(2 \times 2, 3 \times 3)$ transform. We measure the ratio with the pre-trained weights [59] and two data sets – CIFAR [60] and ImageNet [56]. Non-activated tile (line) represents that the neurons transformed from a tile (a line) are predicted to all non-activated at the 2D predict case (1D predict case). The dotted line in Figure 12 shows the ratio measured with real values and represents the upper limit of the prediction. Non-uniform quantization with 4 regions best matches the distribution of Winograd domain values, and results in the best prediction results for all test cases.

With 64 quantization levels (6-bit) for 2D predict and 32 quantization levels (5-bit) for 1D predict, activation prediction can reduce tile gathering communication by 34.0% and 78.1%, respectively. Overall, 1D predict results in higher prediction accuracy than 2D predict since accumulation of quantization error is reduced as the first 1D transform is performed at the source worker and bypassed at the destination worker.

For the scattering of input tiles, zero values of input tiles can be omitted. Zero-skipping reduces input tile scattering communication by 39.3%, 64.7% for the 2D predict and 1D predict, respectively. The skipped data are filled with zero values at the worker computing dot products. The information of skipped data for zero-skipping, and the tile data predicted to be non-activated for activation prediction is shared between the destination workers and source workers through activation map of input and output tiles.

VI. SCALABLE NEAR-DATA PROCESSING ARCHITECTURE

In this work, we use near-data processing (NDP) as the worker. As shown earlier in Figure 1, Winograd transformed convolution reduces computation, but increases the amount of data accessed. To enable high bandwidth to memory, we exploit 3D stacked memory with through-silicon vias (TSVs) and logic layer on the bottom that enables near-data processing. In this section, we discuss our proposed scalable near-data processing architecture that implements the proposed multi-dimensional parallel training (MPT), dynamic clustering, and activation prediction. Figure 13(a) shows the block diagram of near-data processing added to logic layer of each memory module, consisting of control, compute, and communication units.

A. Control Units

At the start of CNN training, the host builds a task graph of the given CNN structure and parameters (such as batch size and transform algorithm). A node represents a single task and edge between the nodes represents dependency on the data. We
build task as a computation block that fits on the computation unit (systolic array) and computed concurrently. Thus, a single convolution layer can be composed of multiple task nodes. To reduce synchronization overhead, we use update counter based dependency check. Feature maps may have dependency to the previous layers, and weights may have dependency to the previous iteration. After completion of each task, update counter is incremented, and the next task can start when the update counters of all connected prior tasks are updated. The task graph is stored to each NDP, and the task scheduler in the NDP control loads a task with a pre-defined order and initiates computation and programs DMA when dependency check is passed.

B. Computation Units

Since most of the neural network layers can be mapped to matrix multiplication, a systolic array is commonly used in CNN hardware accelerators [33], [61]–[63]. We also assume a systolic array in our architecture. In this work, we assumed 64×64 FP32 MAC units, which takes up 31% of the logic layer area, assuming that the logic layer is fabricated at 28nm. The number of MAC units was determined by considering not only the area overhead but also balance the computation with the available DRAM bandwidth. Systolic array receives the input data stream from the two sides of the array boundary, and one of the two input data streams needs to be changed to compute a new output. Thus, we assume that half of the input data is unchanged and reused from the on-chip buffer, while the other half of the input data changes and is fetched from DRAM in the worst case scenario. This requires 256 GB/sec of data bandwidth with 1 GHz of logic frequency, as one side of the input data stream is 64-lanes wide with 4-bytes width per lane. This matches well with the 320 GB/sec bandwidth of the 3D-stacked memory [42]. For overlap of the computation and communication, input buffers have double buffering and are sized to 512 KB for each instance of the input buffer (total 2 MB) to fully store the weights of the typical structure of the convolution layers, while the output buffer has a capacity of 128 KB. The areas for the input and output buffers were estimated from CACTI6.5 [67] and found to be 3.19mm² at 28nm (4.7% of overhead area).

The vector processor adds programmability to the NDP computation unit for pre- and post-processing of matrix multiplication, such as activation (ReLU), pooling, and simple addition between feature maps (like a residual connection [19], or join operation [52]), where the instruction sequence is loaded from the task descriptor. We used a vector processor based on scratch-pad memory, which loads/stores input/output data directly from/to the scratch-pad memory. The layers of neural networks usually have large input/output data dimensions and have a static and regular computation. Pre- and post-processing for convolution operations are also mostly computation for streaming data (computed once for each data), such as applying ReLU/pooling to the output feature maps. With these characteristics (wide and aligned input data), scratch-pad memory can support wide vector processing units efficiently [68], [69]. Scratch-pad memory of the vector processor also has a double-buffering architecture (with a size of 512KB for each buffer) for the DMA to store output data to DRAM and pre-load input data.

C. Communication Units

Figures 13(b) and (c) show the architecture of two communication processing elements. The peer-to-peer (P2P), unicast communication logic used for tile transfer contains transformation unit and quantize/predict logic described earlier in Section V. After activation prediction, data packing (or compressing) of unnecessary tile data is performed before sending the tile data. Prior work also proposed a packing DMA architecture for CNN [71], but this work differs as a pointer-based shift register is used, instead of shifting the data itself, to reduce data movement in the registers. Output tiles are copied from the output buffer of the systolic array to free data buffers (each buffer is assigned for each desti-

\[\text{Area}_\text{HMC} = 2.33 \times 13\]
nation worker). The output activation map stores the results of activation prediction, and unnecessary data (non-activated tiles) are packed by partially moving (shifting) the pointer registers. For tile gathering, only the data indicated by the point registers are packetized and sent to destination workers. For tile scattering with zero-skipping, skipped data are filled with zeroes on the receiving side of the worker by referencing the input activation map, which is shared between the source and destination workers.

For collective communication (reduce, broadcast) of weights, ring-based collective operation is used with the proposed hardware architecture (Figure 13(c)). Messages are divided into multiple chunks and transferred in parallel, referred to as pipelined transfer [72]. Each chunk is mapped to a single packet inside the memory-centric network. To avoid the blocking of a whole ring by a slow worker and to maximize the bandwidth, we allow concurrent collective operation of multiple messages. Chunks from the same message will arrive in a pre-defined order, but the chunks from different messages can arrive in any order. To properly handle the chunks that arrive without a pre-defined order, we implement multiple Reduce blocks and communication buffers, with each Reduce block assigned to a specific message. Upon the arrival of a chunk from the link or local compute unit, the Reduce block checks whether the chunk exists in the connected communication buffer or not, and updates (if exists) or stores the chunk in the communication buffer (if it does not exist). The updated chunk can be sent to the next worker when the next worker is ready to receive the chunk. The next worker, or destination, is determined by a ring direction and dynamic clustering configuration. After the completion of weight gradients reduction, weights are updated and broadcasted to all workers before being stored in DRAM. 15

VII. EVALUATION

A. Methodology

In our evaluation, we evaluated five typical layers of CNNs (Table II) to evaluate the impact of our proposed architecture in detail. In addition, three state-of-the-art CNNs with large weight size were also evaluated (Table I). For join operation of FractalNet [52] that computes the mean value of the connected input layers, we slightly modified it as the ReLU activation is applied after join operation as shown in Figure 14(a).

<table>
<thead>
<tr>
<th>Network</th>
<th>Configuration</th>
<th>Data Set</th>
<th>param. size (3x3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wide ResNet</td>
<td>WRN-40-10</td>
<td>CIFAR</td>
<td>55.6M (55.5M)</td>
</tr>
<tr>
<td>FractalNet [52]</td>
<td>4 block, 4 column</td>
<td>ImageNet</td>
<td>164M (163M)</td>
</tr>
</tbody>
</table>

**TABLE I**

**THREE CNNs USED IN OUR EVALUATION**

**TABLE II**

**FIVE CONVOLUTION LAYERS USED IN OUR EVALUATION**

Transforming to spatial domain is necessary when a non-linear function such as ReLU is applied, but the join operation (consisting of computing the mean value) is a linear function. Thus, the modified join operation can be moved to Winograd domain (i.e., computing mean value of Winograd domain tiles) and reduces the number of transformations to spatial domain and results in reduced tile transfer. The impact of this modification on accuracy was evaluated by training FractalNet with CIFAR-10 data set for 250 epochs, and the modified join resulted in the same validation accuracy as shown in Figure 14(b). Thus, we use the modified join operation for our evaluation of FractalNet on our proposed architecture.

For simulation of the proposed memory-centric network and NDP architectures, we performed cycle-accurate simulation with the configurations summarized in Table III. For both the inter-chip and on-chip network, we modified cycle-accurate network simulator, Booksim [73], to implement the proposed architecture. The logic layer, DRAM accesses, network communication, and the execution model were implemented in the network interface. NDP logic operates with the same frequency with the router (1GHz).

We evaluated a scalable near-data processing architecture with 256 memory modules, or workers, connected to a single multi-core host CPU, with a ring topology inside each group and 2D flattened butterfly (FBBFLY) within each cluster (Figure 9). 256 byte packet (chunk) size was used for collective operations to reduce packet overhead while 64 byte packet size was used for other packets. An on-chip network crossbar was used to provide connectivity on the logic layer to interconnect the NDP units, I/O links, and vault controllers.

Full-width link or channel is composed of 16 lanes per direction and 15 Gbps per lane (used for ring topology), while narrow link composed of 8 lanes per direction and 10 Gbps per lane was used within each cluster for the 2D FBBFLY. SerDes latency is assumed to be 5ns per hop, with 2.5ns for serialization and 2.5ns for deserialization. For energy...
consumption, we used CACTI-3DD [74] and CACTI6.5 [67] to model the 3D-stacked DRAM and SRAM. We used the energy model described in the prior work [45] for the link energy calculation. To estimate the energy in the computation unit, we used estimated values of 0.9pJ (3.7pJ) for 32bit FP ADD (MUL) [75].

### B. Results for layer-wise evaluation

Figure 15 shows the execution time and energy consumption of the different system configurations shown in Table IV for the five typical convolution layers (Table II). Forward pass includes $f_{\text{prop}}$ phase, and backward pass includes $b_{\text{prop}}$ and $\text{updateGrad}$ phases. Since we focused on comparing different parallelism strategies, we used Winograd convolution with data parallelism ($w_{\text{dp}}$) as the baseline, but we also added a comparison with direct convolution ($d_{\text{dp}}$) to evaluate the impact of the Winograd transformed convolution. To make a fair comparison, we assumed the memory modules have the same I/O link bandwidth for all configurations – four bi-directional full-width links (i.e., total 240 GB/sec [42]). Thus, $w_{\text{dp}}$ uses four rings (each ring having a length of 256 workers) for collective operations in $\text{updateGrad}$. We optimized the baseline by applying a pipelined collective operation that sends multiple chunks in parallel as described in Section VI. We also assumed that unused links are turned-off for fair energy comparison (e.g., $f_{\text{prop}}$ of $w_{\text{dp}}$) while maintaining minimal connectivity to the host.

For MPT, we used half of the I/O link bandwidth for collective operation, which resulted in two rings with each ring having a length of $N_w$ workers for each group. The other half of the bandwidth was used for tile transfer (FBFLY). For $w_{\text{mp}}$ configuration, we used a cluster configuration of $(N_w,N_c) = (16,16)$, and dynamic clustering was selected from the three configurations – (1,256), (4,64), and (16,16). In our evaluations, two Winograd transform algorithms are used – $F(2 \times 2, 3 \times 3)$ and $F(4 \times 4, 3 \times 3)$. $F(2 \times 2, 3 \times 3)$ transform is used for MPT configurations with multiple groups to have smaller size of Winograd domain weights, while $F(4 \times 4, 3 \times 3)$ transform is used for a MPT configuration with a single group to further reduce computation.

**Execution Time**: Early layer has the largest feature map size and the smallest weight size, and $w_{\text{mp}}$ resulted in poor performance, compared to $w_{\text{dp}}$, because of the large amount of tile transfer in $f_{\text{prop}}$ and $b_{\text{prop}}$. To achieve the best performance with the Early layer, dynamic clustering ($w_{\text{mp}+}$) was configured as $(N_w,N_c) = (1,256)$ to completely remove tile transfer in $f_{\text{prop}}$ and $b_{\text{prop}}$. Mid layers have medium sized feature maps and weight sizes, and applying MPT alone ($w_{\text{mp}}$) resulted in longer execution time than applying $w_{\text{dp}}$ at the forward pass, with a small performance increase in the backward pass. Late layers with small feature maps and large weight sizes showed the biggest benefit from MPT since the large weight size required longer collective communication time. By applying activation prediction and zero-skipping ($w_{\text{mp}+}$) to reduce tile transfer, the overall execution time (forward + backward) was reduced by 2.24× and 4.54× compared to the baseline $w_{\text{dp}}$ for Mid layers and Late layers, respectively. MPT with activation prediction and dynamic clustering ($w_{\text{mp}++}$) resulted in 2.74× overall execution time reduction, compared to the baseline $w_{\text{dp}}$ on average.

**Energy Consumption and DRAM access**: We estimated energy consumption from four major factors – Compute units, SRAM access, DRAM access, and I/O link energy in the memory-centric network. Since the Winograd layer required more data accesses than direct convolution, $w_{\text{dp}}$ increased DRAM energy consumption compared to $d_{\text{dp}}$. However, the increase in DRAM energy consumption is offset by the reduction in the compute energy from the reduced computation. In addition, $w_{\text{mp}}$ actually resulted in lower DRAM energy consumption compared to $w_{\text{dp}}$.

---

**TABLE III**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network</td>
<td>Router clock: 1.0GHz</td>
</tr>
<tr>
<td></td>
<td>Inter-chip link: full: 16 lanes × 15 Gbps per lane, narrow: 8 lanes × 10 Gbps per lane</td>
</tr>
<tr>
<td></td>
<td>Topology: Ring + FBFLY</td>
</tr>
<tr>
<td></td>
<td>Routing: Minimal</td>
</tr>
<tr>
<td>Memory</td>
<td>HMC org. scheduler: FR-FCFS</td>
</tr>
<tr>
<td></td>
<td>Bandwidth: 320GB/sec</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th>Abbr.</th>
<th>System configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{\text{dp}}$</td>
<td>Direct convolution with data parallelism (update $w$)</td>
</tr>
<tr>
<td>$w_{\text{dp}}$</td>
<td>Winograd convolution with data parallelism (update $w$)</td>
</tr>
<tr>
<td>$w_{\text{mp}}$</td>
<td>Winograd convolution with MPT (update $W$)</td>
</tr>
<tr>
<td>$w_{\text{mp}+}$</td>
<td>$w_{\text{mp}}$ + activation predict/0-skip</td>
</tr>
<tr>
<td>$w_{\text{mp}+*}$</td>
<td>$w_{\text{mp}+}$ + dynamic clustering</td>
</tr>
<tr>
<td>$w_{\text{mp}++}$</td>
<td>$w_{\text{mp}+*}$ + activation predict/0-skip + dynamic clustering</td>
</tr>
</tbody>
</table>

**Fig. 15.** Execution time and energy of forward ($f_{\text{prop}}$) and backward ($b_{\text{prop}+\text{updateGrad}}$) pass, normalized to $w_{\text{dp}}$ of forward pass.
energy consumption compared to \( d_{\text{dp}} \) and \( w_{\text{dp}} \). While data parallelism duplicates the full weights across all workers, MPT partitions weights to multiple groups, and thus each worker stores only a fraction of the weights and reduces the overall DRAM energy from accessing the weights. MPT also increases per worker batch size since the input batch is partitioned to \( N_g \) clusters, and resulted in more data reuse from the input buffer compared to the data parallel training. The high-speed serial interface of the I/O link consumes energy even in an idle state, and the reduced execution time of MPT (\( w_{\text{mp+}} \)) in backward pass significantly reduced energy consumption by up to 3.0× for the late layers compared to \( w_{\text{dp}} \).

**Network Traffic:** With MPT, each worker generates only a fraction of the weight gradients and thus, the number of network packets (or flits) transferred over the memory-centric network for collective operation is reduced by a factor of \( N_g \). Considering the larger size of Winograd domain weights (\(|W|\)) compared to spatial domain weights (\(|w|\)), the actual network transfer reduction is proportional to \( N_g \) \(
\frac{|w|}{|W|}\) in MPT.

Though we used \( 3 \times 3 \) weights for layer-wise evaluation, Winograd transform and the proposed MPT apply to weight sizes other than \( 3 \times 3 \). For the \( 5 \times 5 \) weights, Winograd transform \( F(2 \times 2, 5 \times 5) \) can be used with a tile size of \( 6 \times 6 \) while for the \( 3 \times 1 \) weights, \( F(2, 3) \) can be used with a tile size of \( 4 \times 1 \). Since MPT further reduces weight gradient communication for \( 5 \times 5 \) weights compared to \( 3 \times 3 \) weights, the benefit from MPT is higher for \( 5 \times 5 \) weights. We evaluated the five layers in Table II by replacing \( 3 \times 3 \) weight size with \( 5 \times 5 \) weight, and used \( F(2 \times 2, 5 \times 5) \) transform. Figure 16 shows the normalized performance of the five layers on average with two different weight sizes – \( 3 \times 3 \) and \( 5 \times 5 \). For \( 3 \times 3 \) weights, MPT with dynamic clustering and activation prediction (\( w_{\text{mp+}} \)) resulted in \( 2.74 \times \) performance improvement compared to baseline data parallel training (\( w_{\text{dp}} \)), but for \( 5 \times 5 \) weights, \( w_{\text{mp+}} \) showed a higher performance improvement of \( 3.03 \times \) compared to \( w_{\text{dp}} \).

In summary, early layers benefit from the reduced computation of Winograd transform itself, but the proposed MPT and activation prediction have a significant impact on performance and energy reduction for the middle and late layers. Additionally, dynamic clustering minimizes the overhead of MPT in the early layers to increase the benefits of MPT. As CNN becomes deeper, more layers are added to the late layers of CNN for the extraction of diverse high level features [19], and the impact of the proposed system on the entire CNN training time will become larger.

**C. Results for entire CNN evaluation**

To evaluate the impact of MPT on the entire CNN, we evaluated three CNNs (Table I), and compared the results to an NVIDIA DGX-1 multi-GPU system. We measured the performance and power of the DGX-1 system with eight Volta (V100) GPUs, each with six high-speed NVlinks. NCCL library [38] was used for fast ring-based collective operation, and 6 independent rings were formed when all 8 GPUs were used. We also used TensorFlow-1.4.0 [76] for data parallel training with CUDA9 (cuBLAS) and cuDNN7. Winograd transform for the convolution layers was also enabled and we used the FP16 data type to use the Tensor cores in the Volta GPU.

Figure 17 shows the performance comparison of the multi-GPU system (data parallelism) and the proposed MPT with NDP architecture. A fixed total batch size of 256 was used for all configurations. The multi-GPU system results show sub-linear scaling [77] as the number of GPUs increases since while the amount of communication (or the weight update across the GPUs) remains relatively constant, the amount of computation per GPU decreases since the amount of work

\[ 16 \text{ NDP worker was also changed to have FP16 multiplication and FP32 adder units [77]. Systolic array is configured to } 96 \times 96 \text{ MAC array for entire CNN evaluation, which have similar area and power consumption compared to the } 64 \times 64 \text{ FP32 configuration.} \]
done per GPU decreases with a fixed total batch size. We compare the performance of the multi-GPU system with MPT using 256 NDP workers since the power consumption with 256 NDP workers is approximately similar to 8 GPUs. The same configurations described earlier in Table IV are evaluated and the baseline used is 1 NDP system.

Applying only MPT \( (w_{mp}) \) does not necessarily improve the performance compared to data parallelism \( (w_{dp}) \) because of the longer execution time in the early layers, and can actually decrease performance for CNNs that have more layers with a large feature map size in particular (e.g., ResNet-34). Dynamic clustering \( (w_{mp+}) \) configures the early layers to data parallelism (or MPT with a small number of groups) and improves performance 2.2× compared to \( w_{dp} \). Activation prediction \( (w_{mp+}) \) reduces tile transfer for all the layers configured to have multiple groups, and improves performance by 1.4× compared to \( w_{dp} \). When both are combined \( (w_{mp++}) \), the overall benefit increases to 2.7× compared with \( w_{dp} \).

Overall, 256 NDP with data parallelism \( (w_{dp}) \) and MPT with dynamic clustering and activation prediction \( (w_{mp+}) \) resulted in 71× and 191× increase in performance, compared to a single NDP worker system on average, as MPT \( (w_{mp+}) \) resulted in better scalability compared to data parallelism \( (w_{dp}) \) by 2.7×. MPT with 256 NDP workers \( (w_{mp+}) \) resulted in 21.6× performance improvement over the 8-GPU system with fixed batch size. FractalNet showed better scaling for MPT than the other two CNNs due to the reduced tile transfer with the modified join operation.

To compare the performance and power efficiency without limiting the batch size, we increased the batch size for the multi-GPU system and selected the batch size that resulted in the best performance and the results are shown in Figure 18. (NDP systems still use 256 batch size.) The numbers in Figure 18 indicate the total batch size used for 8-GPU performance measurement (2K to 4K). Since 8-GPU has similar power consumption as 256 NDP workers (1800–2600 Watts), we compared the performance per watt as shown in Figure 18(b). The proposed NDP architecture with MPT \( (w_{mp++}) \) showed 9.5× higher performance per watt than 8-GPU system on average.

**VIII. CONCLUSION**

In this work, we exploit element-wise computation, or *intra-tile* parallelism, of Winograd transformed convolution to enable higher scalability for training large-scale neural networks. In particular, we propose multi-dimensional parallel training (MPT) of the Winograd layer that combines data parallelism and intra-tile parallelism to reduce the collective communication required for reduction and broadcasting of weight gradients. MPT requires a new type of communication for tile gathering/scattering, which can limit its applicability to layers with large feature maps. To minimize the overhead of MPT, we propose dynamic clustering that balances the two types of communication per layer through dynamic configuration of the connection between the workers. Activation prediction is also proposed to reduce tile gathering communication. We exploit the high-bandwidth of 3D stacked memory with near-data processing including specialized communication logic and high-bandwidth interconnection between the workers to evaluate MPT. Our simulation evaluation demonstrates that MPT with the proposed NDP architecture shows 2.7× and 9.5× higher performance (iso-power) compared to data parallelism on NDP architecture and multi-GPU system, respectively.
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